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Abstract—This paper focuses on a scheduling problem en-
countered in shop floors of Research and Development (R&D)
semiconductor manufacturing facilities. R&D facilities are char-
acterized by a large product mix in very small quantities
with unique/non-standard/varying processing routes, little pro-
cess control of engineering experiments, dynamic prioritization of
research activities, and pre-process checks. In contrast to typical
scheduling problems found in semiconductor manufacturing
systems, we provide and discuss the implications of factors of
complexity (unknown parameters, evolving settings, R&D fab
characteristics, etc.) on operations’ scheduling specific to R&D
environments. An existing dispatching rule-based heuristic, run-
ning in R&D settings, is challenged, investigated, and improved.
Numerical experiments are conducted on a real-life instance and
analyzed in terms of: (i) the sequence performance and quality,
and (ii) the approximation accuracy of uncertain processing times
and its impact on the decision performance.

Index Terms—Semiconductor manufacturing, Research and
Development facility, Scheduling problem, Optimization, Dis-
patching rule

I. CONTEXT AND MOTIVATIONS

Semiconductor manufacturing ranks among the largest,
most competitive, highly complex, and capital-intensive in-
dustries in the world [1]. Efficient production control and
operations management are vital under the cost pressure of
building and maintaining semiconductor facilities!, enabling:
cycle time improvement, increased utilization of expensive ma-
chines, reduction of queueing time, acceleration research and
innovation, throughput improvement, and on-time delivery [2].

Given the intricacies of semiconductor manufacturing pro-
cesses, scheduling the full set of operations of wafer facilities
(fabs in short) is generally a highly complex problem, includ-
ing a rich set of constraints and optimization criteria [3, 4].
While many studies have been dedicated to smart operations
management of production fabs in the related literature, very
few studies are available on the improvement of the production

Uhttps://www.fabtime.com/fabtime-volume-24.php#24.04

979-8-3503-8455-0/24/$31.00 ©2024 |IEEE

performance of R&D facilities [5]. In this paper, we focus
on scheduling operations in a Research and Development
(R&D) semiconductor manufacturing facility. Semiconductor
R&D systems are different from production fabs in various
aspects [5, 6, 7, 8, 9]:

e Scales of production: Production is characterized by a
great variety of products in very small quantities. Specific
to R&D systems, the concept of a campaign can be used
to launch production events.

o Set of operations management instruments: No bill of
material is available to manage material procurement
and usage operations. The concept of a product line is
generally used to express and manage the processes’
requirements.

e Level of production control: Production flows are subject
to very little control. Engineering experiments can take
many unpredictable trajectories leading to a variable
number of process changes and inspections, lot holdings
and releases, reworks, etc. In contrast to production fabs,
no detailed information related to process routes (type of
machine/recipe to use, etc.) is always available in R&D
shop floors [9]. Little historical data compatible with
approaches dedicated to characterizing new processes is
available. In cases where process capabilities are unavail-
able, operation processing is outsourced, inducing thus
additional variability.

e Automation: The deployment of automation is not so
straightforward as in production fabs, where operating
conditions are known beforehand and manufacturing
schemes are predictable (i.e., “unknowns are known”).
More complicated and highly customized automation
models are necessary to be developed to bring added
value to decision makers operating under “unknown
unknowns”, in conditions where their intervention is
difficult to automate [9].
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In the context of the automation of R&D fabs, this paper
focuses on production scheduling in R&D semiconductor man-
ufacturing based on an existing dispatching rule-based heuris-
tic. Despite their weaknesses compared to scheduling methods
using advanced optimization techniques (e.g., sub-optimality,
hyper-parameter obsolescence), rule-based dispatching sys-
tems remain prevalent even on production shop floors due to
the inherent complexity of scheduling problems in general,
and specifically in wafer fabrication [3, 10, 11, 12].

In addition to challenging and improving an existing solu-
tion approach, this paper raises and aims to shed light to the
following research questions when scheduling semiconductor
manufacturing operations in R&D systems:

o How to appropriately deal with ”(un)known unknowns”
(processing times, changes in the predetermined sequence
of operations, etc.) when scheduling operations in an
R&D fab?

o What are the costs and benefits of the quality of the prob-
lem input data given the dynamic production settings?

o What is the appropriate balance between proactive and
reactive prescriptions in such a time-varying production
context?

The remainder of this paper is organized as follows. Sec-
tion II introduces the problem under study, provides the
dispatching rule applied to sequence the operations after a
simple priority-based assignment phase, and presents several
improvement directions. The numerical experiments conducted
on a real-life instance are analyzed in Section III. Concluding
remarks are provided in Section IV.

II. PROBLEM STATEMENT, INDUSTRIAL SOLUTION
APPROACH, AND IMPROVEMENT LINES

a) Problem statement: Consider a set J of jobs (i.e., lots)
and a set of known n; operations O; = {015,025, ...,0n, ;}
(i.e., steps) associated with each job j € J. In production
fabs, the routes are fixed and known beforehand, while in
R&D environments, they have a prospective character and may
include multiple possible trajectories depending on process
capabilities [9]. Operations belonging to the same job must
be performed in the order specified by the route of the job.

b) Current solution approach: To schedule operations in
its R&D centers, the practitioner partner of this study operates
with a dispatching rule-based heuristic including two main
phases:

1) Assignment: In R&D centers, no analytical specifi-
cations are available to indicate which machines are
qualified and which recipes are adapted for a given
job and operation [9]. Engineers typically rely on their
expertise and knowledge of product requirements to
select machines and recipes. Instead of explicitly con-
sidering individual resources, a set of resource bins M
is defined. A resource bin corresponds to a combination
of a priority compartment and an operation type. Each
resource bin p € M has a limited and fixed capacity.
Before the sequencing phase, operations are assigned

to resource bins based on the priority of their jobs as
predetermined by R&D specifications. Let u(j) be the
resource bin assigned to operations of jobs 7 € J.

2) Sequencing: Once the assignment of jobs to resource
bins is performed, jobs are sorted according to a com-
pound coefficient calculated as follows:

P
scale,

(1 B min{O,Qj}> 0

& = v(u(i) ) o

where

e v(p(j),...): denotes the adjusted speed required
to meet the job deadline. This adjusted speed is
clamped by the capacity of resource bin u(j) and
is a function of other parameters, including the
remaining and total number of operations in the job
route known at the time of dispatching, and the sign
of the job slack time.

e pj: represents the number of operations in the route
of job j that remains to reach full job achievement,
scaled by a predefined constant scale,. Coefficient
p; gradually decreases from the first operation to
the last one and pushes products to progress toward
their last operations.

o 0;: represents the scaled minimal remaining over-
time (i.e., slack time) to release job j, scaled by
a predefined constant scaleg. If the slack time is
positive, the term associated with ¢; is constant and
insensitive. In the case of overdue jobs, those with
minimal slack time are prioritized for execution.

By virtue of formula (1), note that the dispatching rule-

based heuristic aims to maximize the on-time delivery rate
while overlooking the machine rate utilization. This is consis-
tent with the ultimate goal of R&D, which is mainly oriented
at expanding the range of process capabilities.

c) Lines of improvement: The main goal of this study is
to investigate the performance of the current solution approach
and to challenge it for further improvement purposes. To do
this, three levers are considered in this paper:

e Monitoring of the variability of Key Performance
Indicators (KPIs): With the expansion of automation
in R&D fabs motivated, inter alia, by the fast chip
development and demand soaring [9], the automated
management of Work-In-Process (WIP) become critical
to improve KPIs such as cycle time, throughput, and
on-time delivery [11, 12, 13]. To gain insights related
to Work-In-Process management, a detailed dashboard is
provided.

o Monitoring of the variability of processing times:
As a variable of coefficients v(u(j),...) and 6;, the
processing time represents an important contributor in the
calculation of the compounded coefficients c; associated
with jobs j € J. In the current approach, processing
times are considered deterministic and correspond to
average values. To study the relevance of representing
processing times via empirical average values, we extract
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and analyze the distribution characteristics of empirical
processing time data via a moment-based approximation
as done in [14].

o Analysis of the sequence quality provided by the dis-
patching rule-based heuristic: Special attention is given
to the sequence generated by the dispatching rule-based
heuristic itself, aiming to gain a deeper understanding
of the terms used in calculating the job coefficients and
to identify the potential obsolescence of heuristic hyper-
parameters.
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Fig. 1. Work-In-Process (WIP) at March 14, 2023, and downstream process-
ing of lots

III. NUMERICAL EXPERIMENTS

The numerical experiments have been conducted on an
illustrative industrial instance provided by CEA-Leti, one of
the three European Research and Technology Organizations
in semiconductor manufacturing. This instance has been ex-
tracted on March 14, 2023, and includes 952 jobs (i.e., Work-
In-Process lots) of two types, namely engineering (ENG) and
standard (STD). Fig. 1 traces the processed downstream oper-
ations of WIP jobs. The lengths of jobs’ routes vary between 1
to 220 operations and extend over large time horizons. Before
sequencing, jobs are assigned to one among 5 resource bins,
named according to the priority compartment: M ={top20,
high, standard, medium, without commitment}.

a) Performance assessment: Fig. 1 illustrates the level
of WIP over time and underscores the intractability of manual
decision-making to manage increasing WIP levels. As ob-
served in Fig. 2, the output rate increases as WIP levels rise,
and it must be monitored closely to prevent the bottleneck of
the R&D fab from full utilization (which, in turn, may lead to
infinite WIP and cycle time).

Let us now turn our attention to cycle times over the job
routing illustrated in Fig. 3. The cycle time is one of the main
performance metrics in capacity planning [13], measured as
the time from when a job is released into the production line
to when it exits [15]. Without taking into account atypical
extreme values, the variability of cycle times remains high and
needs to be minimized to ensure steady production. As a first
step in this sense, Fig. 4 provides the absolute errors, i.e., the
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Fig. 2. Monitoring of WIP and throughput per hour

differences between the true cycle times and those predicted
by the dispatching rule-based heuristic over the job routing.
No sufficient historical data are available to conclude about the
prediction accuracy in the case of without commitment
jobs. Particularly noticeable are the discrepancies in cycle
times for standard jobs, that may subsequently poorly
support capacity planning decisions. The dispatching rule-
based heuristic tends to underestimate the processing times
largely. To fix this issue, the next paragraph is dedicated to
characterizing the empirical processing times.

Job pronty ’ [}
* without commitment
= standard

<00

Fig. 3. Cycle time (expressed in days)

b) Processing times: The current dispatching rule op-
erates with average processing times. Fig. 6 confronts the
true processing times and those planned by the dispatching
rule, and illustrates the propagation of errors over time. The
range of error magnitude is particularly wide for operations
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corresponding to standard jobs (68% of total number of
observations) and without commitment jobs (6% of total
number of observations), including a large number of values
unusually far from the mean value. Except for operations
of medium priority, the dispatching rule tends to underes-
timate processing times, in particular, those of without
commitment operations.

To calculate the empirical probability distributions asso-
ciated with observed processing times, consider a cloud of
N points {p;}¥, drawn independently from an unknown
probability measure ¥ on R with compact support S corre-
sponding to a random variable £. The main-mass, tails, and
shape approximation of v can be derived from the sequence
of moments associated with {p;}; based on the Christoffel
function (see e.g., [14, 16]).

Let us analyze the empirical probability distributions as-
sociated with observed processing times illustrated in Fig. 5.
Probability distributions are asymmetric and exhibit very long
right tails. The long-tail processing times may together dras-
tically overestimate the true release dates and have an even
greater impact than atypical particularly long operations.

TABLE I
APPROXIMATION OF PROCESSING TIMES AND PREDICTION OF RELEASE
DATES 7j AND CYCLE TIMES C'L; OVER JOB ROUTING: Accuracy
improvement (i.e., error minimization) compared to the current
approximation.

Approximation approach RMSE (r;) RMSE (CLj)
mean{p;,i = 1, N : p; < Q¢(0.95)} | -1% 21%
mean{p;,i = 1, N : p; < Q¢(0.97)} | 8% 22%
mean{p;,i =1, N : p; < Q¢(0.99)} | 16% 21%
min{z € R: F¢(z) > q} 22% 30%

As previously explained, a large portion of atypical values
of processing times are normal for R&D environments. Let
us investigate to what extent the variability of processing
times can be characterized. To do this, we applied a quantile-
based outlier detection approach. ()¢ denotes the quantile
of random variable £&. While using the mean as a summary
operator, the quality of prediction of release dates (denoted
by r;,Vj € J) can be improved by 16% by removing the
most 1% extreme values, measured in terms of Root Mean
Squared Error (RMSE). However, when removing the most
5% extreme values, the prediction accuracy suffers.

Given the non-linear behavior of the prediction accuracy
based on quantile-based outlier detection and the mean value
as a summary operator, we replaced the mean values by
resource bin-dependent quantiles ¢ € [0.64,0.95]. Quantile
q is chosen depending on the length of right tails and asso-
ciated probability weights. This improves by 22% the quality
of prediction of operations’ release times. As illustrated in
Fig. 7, using quantile instead of mean to summarize empirical
values enables us: (i) to reduce noticeably the variability of
error distributions for standard, medium and without
commitment processing times, and (ii) to reduce some snow-
ball effects of errors in the case of standard and without
commitment processing times. In terms of RMSE, the
quantile-based summary improves the release date accuracy
by 22% compared to the current mean-based approximation
of processing times.

As an immediate positive outcome, the improvement of
prediction quality of processing times enables us to improve
the prediction quality of cycle times (denoted by CL;) by
30%, as provided in the third column of Tab. I. Further
investigation is necessary to determine the acceptable margin
of error for processing times without affecting processing time-
dependent decisions.

c) Sequence quality: Fig. 8 highlights the relationship
between the job positions in the sequence provided by the
dispatching rule-based heuristic and their slack times. The size
of the points in Fig. 8 and Fig. 9 is proportional to the total
number of operations in the job route. Roughly, for negative
slack times, the more the slack time the greater the position
in the sequence. A significant drawback, highlighted within
the gray box in Fig. §, is that jobs with a large number of
operations are prioritized over those with a small negative
slack time or those nearing completion, which consequently
impacts the throughput. As WIP levels continue to rise in R&D
centers, conducting a comprehensive analysis of the cycle time
versus throughput curve becomes imperative due to its crucial
contribution to efficient capacity management [12].

One of the primary drawbacks of dispatching rules is their
reliance on hyper-parameters, which evolve over long time
horizons [3]. Fig. 9 illustrates the importance of updating
deprecated hyper-parameters. For example, this update enabled
long jobs, highlighted within the gray box, to start before jobs
with comparable total numbers of operations but with larger
slack time.

IV. CONCLUSIONS AND PERSPECTIVES

This paper focuses on shop floor scheduling in Research
and Development (R&D) semiconductor manufacturing facil-
ities. After discussing the particular features of operations
management in R&D environments, an industrial dispatching
rule-based heuristic is presented and several improvement
directions are proposed and evaluated on a real-life instance.

Through the prism of an illustrative real-life instance and as
a starting point, we highlighted several lines of improvement
of a scheduling solution approach used in practice. Some
results have been shown in this paper but further research
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remains to be done, such as: (i) to characterize explicitly
the processing of lots by machines in order to improve the
quality of decisions, by levering the available knowledge about
product routes at the time of operations scheduling, (ii) to
study the relevance of conventional KPIs (commonly used
in manufacturing systems) in R&D environments, and (iii) to
measure the production efficiency in R&D environments char-
acterized by a low level of production control conditioned by
technological reasons. Simulation and combined simulation-
optimization approaches [17] effectively tackle these questions
(see e.g., [11]), paving the way for subsequent development
of more sophisticated optimization solvers. Unlike industrial
systems, in R&D environments, decision makers typically
operate with relatively limited WIP levels while dealing with
longer processing times. The pronounced snowball effects of
errors become increasingly apparent and must be meticulously
controlled as WIP levels expand.
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